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Abstract. This paper argues that in order to enable security and pri-
vacy research on the web, modifications are required to existing legal and
ethical guidelines that unduly restrict research. First, we propose that
ethics review boards should update their definitions of public and private
data in the context of web studies. Further, we argue that the terms of
service provided by many of the most popular web applications hinder
research and should be amended to facilitate access to researchers. We
demonstrate how each of these issues impede web related research by ex-
amining the legal and ethical requirements of common web experiments.

1 Introduction

As web applications replace traditional desktop counterparts and personal data
is migrated online, users are being exposed to novel security and privacy risks.
This same migration is marked by increasingly restrictive policies set down by
site operators that prevent research access to data necessary to analyze and ex-
pose risks. This is exemplified by terms of service obligations that place undue
burdens on web researchers, forbidding automated analysis of web applications
or scraping web data. Further complications arise as ethical guidelines enforced
in the United States by Institutional Review Boards (IRBs) have become out-
dated, the web redefining our understanding of public and private data and hu-
man subjects research. In all of this, researchers are left to balance their ethical
obligations against their ability to perform research.

Our position is twofold: first, existing guidelines for the protection of human
subjects should be better defined for dealing with human created content on the
web; second, requirements to adhere to terms of service must be reconsidered as
the terms should not be a blanket statement limiting researchers. Web security
research plays an important role in preventing attacks that target infrastruc-
ture and shut down web services, as well as other cybercrime, including fraud
and identity theft [1]. Security researchers have been working to determine eth-
ical guidelines [2] for network security research while overly restrictive policies
already in place are slowing research progress [3]. The current system of guide-
lines and rules prevents researchers from improving the security and privacy of
web applications that millions of people interact with every day.

2 Challenges

Research targeting web services and applications faces a number of legal and
ethical hurdles including rights to privacy, ownership, and risks surrounding data
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retention and release. We explore each of these challenges and the limitations of
existing guidelines, showing how the web era challenges basic assumptions that
were foundational to outlining ethical procedures for researchers. In Section 3
we discuss specific examples that demonstrate how each of these issues impact
researchers.

2.1 Privacy
With the widespread adoption of web services and applications, extensive per-
sonal data and usage information is becoming available to researchers. This in-
cludes user content exposed through application programming interfaces (APIs)
provided by companies such as Google and Facebook, content posted on blogs
and forums, and usage statistics released by projects such as Mozilla Test Pi-
lot [4]. Analyzing web generated content for security and privacy flaws places
researchers at the forefront of determining how to respect and maintain user
privacy.
Personally Identifiable Information. Currently, the collection and study of
personal information in the United States is restricted by the Common Rule [5].
The federal mandate requires any federally funded research involving human
subjects to obtain prior approval from an organization’s Institutional Review
Board (IRB) in order to minimize risks posed to research subjects. A number
of univeristies extend this coverage to any human subjects research being con-
ducted, regardless of federal funding [6].

The Common Rule defines a human subject as any individual whom a re-
searcher obtains “identifiable private information” or interacts with to gather
data [5]. While the guidelines for IRBs were initially codified to combat unethi-
cal medical research, the broad definition of a human subject requires numerous
fields to apply for IRB approval [7, 6] including security and privacy research.

Exemption from IRB review exists for studies strictly accessing publicly avail-
able data. However, the distinction between public and private data as under-
stood by the Common Rule has become outdated for use in the web era. For
instance, while an individual’s name and address would be classified as identi-
fiable private information, users regularly make this data publicly accessible on
social networking sites, blogs, and personal web pages. For a researcher gathering
this information, which classification takes precedent: public or private? Alter-
natively, if access to personal information is restricted to a subnetwork such as
a geographic region or organization, is the data considered public or private?

The ambiguity surrounding the definition of public data poses a serious chal-
lenge to researchers as IRBs control whether a study qualifies for exempt status.
Variations in interpretations across review boards can mean the difference be-
tween a lengthy administrative process and no oversight.
Data Retention & Release. A second challenge of privacy is confidentiality in
regards to data retention and release. The Common Rule stipulates that all data
gathered by IRB approved research must be retained for “at least 3 years” [5].
Further restrictions require that “the confidentiality of the personally identifiable
information will be maintained throughout the research and thereafter” [5].

When considering the anonymization of a data set where personally identifi-
able information is removed before release, the web has redefined the meaning of
what data is personally identifiable. Classical research surrounding anonymous
data release [8–10] is being challenged by the vast overlap of data available from
the web, turning what might be considered innocuous data into a potential iden-
tifier [11, 12].



The AOL search term release and subsequent privacy outcry [13] or the Net-
flix challenge and deanonymization risks [14] are prime examples of the challenges
surrounding anonymous data release. Without a clear understanding of confiden-
tiality requirements, researchers are faced with potential ethical and legal risks
by releasing data they gather.

2.2 Terms of service
A website’s terms of service constitute a set of rules that users must abide in
order to access and utilize a web service. These restrictions fall under the domain
of contract law, establishing a contract between the user and site operator [15].
Terms carry arbitrary obligations that can vary widely depending on the dis-
cretion of the provider. Deferring on whether a terms of service is enforceable
or not, in this section we examine common restrictions encountered during web
security and privacy research that place research methods at odds with content
owners.

The terms of service appearing throughout the web are exemplified by those
provided by Google, Facebook, and MySpace [16–18]. With respect to researchers,
three common themes appear that regulate access, storage, and transmission of
data. These sweeping restrictions include forbidding the creation of temporary
accounts generated with random data, automated access to a service, crawling,
scraping, or using a service in an unintended manner. Further restrictions for-
bid copying, duplicating, storing, or disseminating the content provided by the
service in addition to protections offered by federal copyright law.

These terms come in regular conflict with web security and privacy research,
often times resulting in violations that researchers are completely unaware of.
For instance, a common method for examining security defects of a web applica-
tion entails running it through a debugger to assist analysis. Though seemingly
benign, this action can violate a number of rules set in the terms of service includ-
ing, but not limited to: automation, access through an unauthorized means, and
copying or duplication. Other studies that crawl the web in search of drive-by
downloads or malicious content violate restrictions on automated access, copy-
ing, and storage. This issue is exacerbated when a large scale crawl of the internet
is necessary where researchers must attempt to comply with hundreds of indi-
vidual terms with unique restrictions, a problem similar to the tragedy of the
anticommons [19] for patents and copyrights. Automation is necessary to achieve
a representative data set and statistically validate studies that require thousands
or millions of samples to conduct. Researchers need to clearly understand each
terms of service contract they sign into and whether their research is legal.

3 Examples

In this section we explore a number of hypothetical scenarios where security
and privacy research comes in conflict with ethics requirements of human sub-
jects research, adherence to terms of service, and data retention and release.
Each of these scenarios are taken from actual situations and are meant to be
representative of many of the studies currently being conducted by researchers,
yet highlight the risk of how ethical issues can be overlooked or overly burden
researchers.

3.1 Privacy risks in social networks
As millions of users flock to online social networks such as MySpace and Face-
book [20, 21], serious questions are being raised about the risks surrounding



revealing personal information to network owners, third parties [22, 23], and
network participants [24]. In the absence of public data sets, a researcher must
gather their own data set for study, placing them at odds with human subjects
restrictions and terms of service obligations.

Consider a scenario where a researcher is interested in measuring adoption
rates of access control restrictions within the MySpace community. For profiles
that are accessible to the public, the user’s content is stored for future analysis
to determine how often personally identifiable information such as gender, a
zip code, or birthday is present in the network. Despite the relative simplicity
of crawling and storing data, the researcher is breaking a number of ethical
requirements set down by the Common Rule and MySpace’s terms of service.

With respect to the Common Rule, accessing profile information and storing
personal data falls under the onus of human subjects research. Whether it quali-
fies for an exemption is largely based on an IRB’s interpretation of public versus
private data. The researcher is clearly collecting personally identifiable informa-
tion that constitutes a human subject, but the data is publicly accessible to any
party. Potential interpretations include:

– The data is publicly accessible and falls outside the definition of human
subjects research; users do not have an expectation of privacy.

– The data contains private, identifiable information that poses a risk to sub-
jects. Minimal risk of the study would need to be proved and a waiver of
consent required else all subjects would need to be contacted for consent.

Alternatively, had the study been conducted on Facebook, where pages are
restricted behind a login screen, further complications arise in differentiating
between public and private data. Here, any user can sign up for an account,
though this is not true when considering a crawl of a subnetwork of Facebook
where a specific email such as @illinois.edu is necessary to acquire an account.
When content is restricted to a specific university or behind a login, there are
no clear IRB guidelines for determining if data should be considered public.

Beyond the ambiguity surrounding human subjects definitions, crawling MyS-
pace and storing profile data is fraught with confidentiality and terms of service
requirements. MySpace strictly forbids any use of automation, scraping, or down-
loading profile data [18]. These requirements amount to a double standard, where
millions of users every day have access to the personally identifiable information
present on MySpace, but researchers are restricted access. In the event gather-
ing profiles does not violate the terms of service, simply removing the names
of each subject before publishing results is not enough to protect a user’s iden-
tity. Malicious parties can try to match profile attributes against those of public
MySpace users, de-anonymizing the data set. Here, researchers must weigh their
responsibility of upholding confidentiality against their desire to publish results
that go beyond aggregate statistics.

3.2 Web application security

Web application security focuses on examining application code for vulnerabili-
ties in order to protect against exploits or exposing sensitive user data. In recent
years a number of evaluation techniques have appeared trying to protect against
attacks such as cross-site scripting and SQL injection [25, 26].

An example of analyzing application security includes examining and mod-
ifying a popular web application to ensure it is free from any bugs that might



be exploitable. For a concrete example, consider a JavaScript based application,
such as a document editor or web email, that relies heavily on the web browser
for execution. Researchers have developed taint-tracking, static, and dynamic
analysis techniques inside the browser that use programming languages tech-
niques to analyze JavaScript based attacks. This involves developing custom
tools that analyze the application provided, and for most web applications this
is a combination of JavaScript and HTML and requires no reverse engineering.
Then using the results of this analysis, tools automate rewriting the web ap-
plication code to demonstrate safe transformation techniques. To evaluate the
analysis and rewriting, the tools are demonstrated on a few popular web based
applications.

This scenario can pose a number of legal and ethical concerns depending on
the terms of service and agreements between users and the application provider.
If researchers were examining the document editor provided by Google, the rel-
evant terms of service [16] specifically prohibit:

– “You agree not to access (or attempt to access) any of the Services by any
means other than through the interface that is provided by Google. . . ”

– “You specifically agree not to access (or attempt to access) any of the Services
through any automated means (including use of scripts or web crawlers). . . ”

– “You agree that you will not reproduce, duplicate, copy, sell, trade or resell
the Services for any purpose.”

Going down the list, analysis tools written by researchers access the web
application in a manner that is different than intended (i.e. not through a web
browser), and accessing an application automatically is also a violation of the
terms of service. Further, any downloading, copying or modifications of the web
application being studied (even for non-commercial, proof of concept purposes)
are also a violation of the terms, limiting researchers ability to maintain tempo-
rary copies for examination. In addition to the terms of service limits on copying
and duplication, other legal consequences could arise due to federal copyright
law.

3.3 Analyzing malicious content online
One of many techniques for an attacker to gain control of a computer system
is through crafted payloads that exploit a victim’s web browser while visiting a
web site [27–29]. Drive-by attacks such as these have grown in popularity and
can leverage sophisticated server-side applications to detect the browser version
and deliver the most effective exploit payload.

Finding and analyzing attacks delivered to the browser is a ongoing effort by
the web security community and being conducted by companies and researchers
alike [28, 30]. Consider a study that crawls the web and analyzes web content
for malicious payloads. The first step is developing a crawler capable of scaling
for the entire web and performing useful security analysis, a technically difficult
feat. However, another difficulty lies in adhering to the terms of service presented
by each website in a combined and coherent way. Simply locating and reading
the terms of service for each site in a large scale study can be a impossible feat
for researchers. Understanding and adhering to the terms is yet another issue.

Terms of service policies that strictly forbid automation or copying content
pose a significant barrier to carrying out large scale web analysis. These stud-
ies are important for evaluating security techniques such as efforts to identify
and protect users from drive-by download attacks, but are impossible to carry



out without automation. Archiving the data gathered throughout the crawling
process may also potentially violate duplication restrictions set down by a site’s
terms of service, even if the data would greatly aid future research efforts in
understanding the prevalence of web exploits and techniques to prevent them.

4 Discussion
As users adopt web applications and migrate personal information to online
hosting, existing ethical guidelines and restrictions need to be re-evaluated. The
scenarios we examined show how privacy and terms of service obligations can
impact our ability to conduct security and privacy on the web. In this section, we
present our recommendations for how to clearly define human subjects research
in the web era and propose an alternative to existing terms of service restrictions.
We hope to initiate a discussion on the unique challenges faced by web researchers
and potential solutions that would open up new avenues for research.

4.1 Clearly defined IRB exemptions
As the web has redefined our understanding of personally identifiable informa-
tion, we put forward a new classification of public and private data for deter-
mining exemptions from human subjects research.
Public data includes any information posted to the internet accessible to a
crawler. Blogs, social network profiles, and user studies conducted by companies
are all forms of public data. Data restricted behind a login is still public if (1)
anyone can create an account and (2) there is no expectation of privacy, such as
for newsgroups and forums. All public data should be exempt from IRB oversight
and free of anonymization restrictions for public release.
Private data includes any information gathered by active interaction with users
and extends to data gathered from sites where users have a reasonable expec-
tation of privacy. Examples of private websites include restricted newsgroups,
private wikis, and private forums where access is typically restricted by a login
requiring moderator approval. The study and release of private data falls into
the scope of human subjects research and must acquire IRB approval.

4.2 Terms of service for security and privacy researchers
Diverse terms of service and limiting language prohibits researchers from engag-
ing in studies on many popular web applications. We propose the development
of terms of service specifically designed for researchers to conduct proactive se-
curity analysis of existing services. These terms can be modeled after Flickr,
whose current terms impose a lax set of restrictions that allow general use of
their web applications for both users and researchers [31]. Alternatively, stricter
terms can be adopted such as Google’s Search and Translate which specifically
grants university researchers open access to Google content, but require an ap-
plication process and non-competitive obligation [32]. Using these two examples
as guides, other companies should adopt similar terms of service to open up
research access.

In developing new terms of service, companies should avoid clauses that re-
strict automation and crawling, as well as provide limited copy and modification
rights for non-commercial use. Similarly, new terms should conform to a uni-
form standard of clauses and exceptions. Common terms of service restrictions
would remove the uncertainty involved in adhering to thousands of arbitrary
obligations when conducting large scale studies. While the existence of research-
friendly terms of service is encouraging, widespread adoption by companies is
necessary to enable future studies.
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